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Abstract—Capable tools are needed in order to successfully
search and retrieve a suitable image from large image col-
lections. Many content-based image retrieval systems employ
low-level image features such as color, texture and shape in
order to locate the image. Although the above approaches are
successful, they lack the ability to include human perception in
the query for retrieval because the query must be an image. In
this paper a new image annotation technique and a keyword-
based image retrieval system are presented, which map the
low-level features of the Joint Composite Descriptor to the
high-level features constituted by a set of keywords. One set
consists of colors-keywords and the other set consists of words.
Experiments were performed to demonstrate the effectiveness
of the proposed technique.

Keywords-Image Retrieval; Image Annotation; Joint Com-
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I. INTRODUCTION

One major source of rapidly increasing user-created media
is the image. This increase is sparked by the easiness of
creating such images through the use of mobile phones,
digital cameras and scanners. Thus, capable tools are needed
in order to successfully search and retrieve the images.
Content-based image retrieval techniques have been used
such as img(Anaktisi) [1] and img(Rummager) [2] which
employ low-level image features such as color, texture and
shape in order to locate similar images. Although the above
approaches are successful, they lack the ability to include
human perception in the query of the retrieval because the
query must be an image. In this paper we present a new
image annotation technique and a keyword-based image
retrieval system that attempts to solve this problem. The
advantages of automatic image annotation versus content-
based image retrieval are that queries can be more naturally
specified by the user [3]. Many automatic image annotation
systems have been developed since the early 1990s. In these
systems, the images are represented by either global features,
or block-based local and spatial properties, or region-based
local features [4][5]. Global image low level features have
been widely used in the literature [4].

The algorithm proposed in [6] classifies images by using
the spatial correlation of colors. In [7] the color histograms
are used in order to discriminate between indoor and outdoor

images. In [8], support vector machines (SVMs) are em-
ployed to categorize images using the HSV color histograms.
Bayesian classifiers on the color and edge direction his-
tograms are used in order to classify sunset/forest/mountain
images and city/landscape images [9]. Color features, shape
features and wavelet-based texture features are used for auto-
matic image annotation in [10] using SVMs and Bayes point
machines (BPS). Comprehensive surveys of the automatic
image annotation methods are available at [11] and [12].
On-line image annotation retrieval systems are available at
[5] and [13].

The proposed method employs the Joint Composite De-
scriptor (JCD) [14] and utilizes two sets of keywords in
order to map the low-level features of the descriptor to the
high-level features constituted by these keywords. One set
consists of colors-keywords and the other set consists of
words. Experiments performed on the WANG [15] and the
NISTER [16] databases demonstrate the effectiveness of the
proposed technique.

The rest of the paper is organized as follows: Section 2
describes in details how the JCD is extracted. The proposed
keyword based image retrieval system is presented in section
3. Section 4 illustrated the implementation method and the
experimental results of the proposed technique. Finally, the
conclusions are given in Section 5.

II. JOINT COMPOSITE DESCRIPTOR

The schemes which include more than one features in
a compact vector can be regarded that they belong to the
family of Compact Composite Descriptors (CCD) [17]. In
[18] and [19] two descriptors are presented, those contain
color and texture information at the same time in a very
compact representation: the Color and Edge Directivity
Descriptor (CEDD) [3] and the Fuzzy Color and Texture
Histogram (FCTH) [19]. The structure of these descriptors
consists of n texture areas. In particular, each texture area
is separated into 24 sub regions, with each sub region
describing a color. CEDD and FCTH use the same color
information, as it results from 2 fuzzy systems that map
the colors of the image in a 24-color custom palette. To
extract texture information, CEDD uses a fuzzy version of
the five digital filters proposed by the MPEG-7 EHD [20]
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