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ABSTRACT
Low level features play a vital role in image retrieval. Image mo-
ments can e�ectively represent global information of image content
while being invariant under translation, rotation, and scaling. �is
paper brie�y presents a moment based composite and compact low-
level descriptor for image retrieval. In order to test the proposed
feature, the authors employ the Bag-of-Visual-Words representa-
tion to perform experiments on two well-known benchmarking
image databases. �e robust and highly competitive retrieval per-
formances, reported in all tested diverse collections, verify the
promising potential that the proposed descriptor introduces.
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1 INTRODUCTION
Image retrieval is a long-standing problem in the area of computer
vision and several approaches for content based image retrieval
have been proposed in the literature, ranging from global to lo-
cal features and, most recently, to convolutional neural networks.
Research conducted thus far suggests that each of the approaches
has its own bene�ts and certain limitations [8]. Among the most
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commonly used global features are the Image Moments, which help
identify certain key characteristics in images. �eir signi�cance,
in the �elds of image analysis and object representation, is based
on the fact that they represent global information of image content
while being invariant under translation, rotation, and scaling. In
the �eld of image retrieval, several methods have been proposed
to utilize the advantages of image moment invariants and shape
global features [12]. However, limi�ed research work has been
conducted on shaping local moment-based descriptors [6]. As col-
lections and retrieval scenarios became more demanding, global
feature methods were overshadowed and o�en also outperformed
by methods that employed local features. Local feature descriptors
are extracted from every input image and converted into visual
words quantizing the vectors’ space.

�is paper describes a new Moment-Based local and global de-
scriptor, called CoMo. Speci�cally, the proposed feature is shaped
by combining the color information from the color unit of the Color
and Edge Directivity Descriptor (CEDD)[1] with the Seven Invari-
ant Moments (SIM), presented by Hu, as the new texture unit. �is
solution provides a be�er description and retrieval of images due to
the independence on rotation, scaling, and translation. More details
about CEDD and SIM are provided in the following Sections. �e
proposed descriptor is evaluated on two benchmarking datasets
showing consistent improvement over baseline.

2 HU MOMENTS
Moment invariants originated mainly from a well established area of
mathematics called algebraic invariants. By using the geometrical,
central and normalized image moments, Hu constructed seven
moments that are invariant to any translation, scaling and rotation
transformation of the image being processed [11]. Hu’s approach
was based on the work of the 19th century mathematicians Boole,
Cayley and Sylvester [3].

For a given image with pixel intensities f (x ,y), geometrical
image moments Mpq are calculated by:

Mpq =
∑
X

∑
Y

xpyq f (x ,y) (1)

�e centroid coordinates are de�ned as:

X =
M10
M00

and Y =
M01
M00

(2)
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�e central moments µpq are constructed from geometrical mo-
ments:

µpq =
∑
x

∑
y
(x − X )p (y − Y )q f (x ,y) (3)

�enth central moment is translation-invariant, i.e. for any random
variable f and any constant e:

µn (f + e) = µn (f ) (4)

Furthermore, invariants ηpq with respect to both translation and
scale can be constructed from central moments:

ηpq =
µpq

(µ20 + µ02)γ
(5)

where γ = (p + q + 2)/4.
�e seven invariant moments (SIM) are given as follows:

ϕ1 = η20 + η02

ϕ2 = (η20 − η02)
2 + 4η2

11

ϕ3 = (η30 − 3η12)
2 + (η03 − 3η21)

2

ϕ4 = (η30 + η12)
2 + (η03 + η21)

2

ϕ5 = (3η30 − 3η12)(η30 + η12)[(η30 + η12)
2

− 3(η21 + η03)
2] + (3η21 − η03)(η21 + η03)

× [3(η30 + η12)
2 − (η21 + η03)

2]

ϕ6 = (η20 − η02)[(η30 + η12)
2 − (η21 + η03)

2]

+ 4η11(η30 + η12)(η21 + η03)

ϕ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)
2

− 3(η21 + η03)
2] + (3η12 − η30)(η21 + η03

× [3(η30 + η12)
2 − (η21 + η30)

2]

(6)

Moment based invariants, in various forms, have been widely
used over the years as features for recognition in many areas of
image analysis.

3 SHAPING THE DESCRIPTOR
�e MPEG-7 like global descriptor CEDD utilizes both color and
texture information to describe the content of an image and has
been widely used in recent literature due to its successful trade-
o� between e�ectiveness and e�ciency. CEDD is computationally
lightweight relative to other feature extraction mechanisms, but has
comparable accuracy. Even though CEDD was initially designed
so as to globally describe the visual information of an input image,
its scalability on characterizing single feature points has already
been proven. As shown in [4], the localized equivalent of CEDD
outperforms the matching accuracy of many other descriptors, like
SIFT or SURF. �e e�ectiveness of CEDD relies on its ability to
combine color and texture information. CEDD is a scale-invariant
descriptor and can tolerate small local rotations, but it is not rotation
invariant and does not allow for large global rotations.

Similarly to the structure of CEDD, the proposed descriptor, here-
a�er referred as CoMo, consists of 6 regions. Each region represents
a type of texture. �e number of clusters comes as a compromise
between the low storage requirements of the application using
the proposed descriptor, and the need for more e�ective retrieval

accuracy. Moreover, each texture region is comprised of 24 indi-
vidual regions, emanating from the Color Unit. Overall, the �nal
histogram includes 6 × 24 = 144 regions.

In most cases, moment-based image representation methods ex-
tract the color information at each color channel independently [7].
In fact, there exist dependencies caused by linear transform in the
color space. In contrary, CoMo shares the same color information
extraction unit with CEDD. A two-stage fuzzy-linking system maps
the color information of the input image in a 24-bin color histogram
using the HSV color space. �e �rst stage of the fuzzy system has
the three mean HSV channels of an Image-Block as inputs, and
forms a 10-bins histogram as output. �e second-stage fuzzy link-
ing system is responsible for adding the brightness value to the
calculated colors. Again the S and V mean values of an Image-Block
become fuzzy inputs. �e output is a 3-bin histogram of crisp val-
ues, indicating if the color will be characterized as light, normal or
dark hued. �e two outputs (�rst and second stage histograms) are
combined and the �nal 24-bin color histogram is produced. More
details about the color unit are given in [1].

To incorporate the texture information, CoMo proposes a novel
6-bin histogram, taking into account the aforementioned set of
SIM (ϕ1,ϕ2, . . . ,ϕ7). In order to shape the 6 prede�ned texture re-
gions, the authors employed 100000 randomly selected images from
Flickr. Next, random patches of various sizes from all images were
extracted. A�er calculating the Hu moments from these patches,
using a k-means classi�er, 6 classes are shaped (see Algorithm 1). It
is worth noting that a 7-dimensional vector describes the center of
each class. �e set of the 6 × 7 resulted values are herea�er called
C .

Algorithm 1 Calculate the First Set of Chromosomes
1: for i ≤ Number of Random Images do
2: Generate Random Number of Patches
3: for j ≤ Number of Patches do
4: U+= Calculate the 7 Hu Moments from j
5: end for
6: end for

//Array U contains (i × j) 7-dimensional vectors
7: Using k-Means Classify U into 6 classes (array C)

In the sequel, a simple genetic algorithm determines o�-line
the 6 prede�ned texture regions that the proposed descriptor uses.
�e chromosomes used by the genetic algorithm consists of (7 Hu
moments × 6 classes) values. �e algorithm begins with an initial
population of 20 chromosomes. �e �rst chromosome is the set of
the 6 resulted by the k-means classi�er values (array C). 9 more
chromosomes are shaped by slightly modifying the �rst one, and
10 chromosomes are randomly generated.

�e authors employed the UCID database (refer to Sec.5 for
details) and a simple image retrieval framework. A 6-dimensional
vector was calculated for each image, taking into account the values
of its Hu moments. �is procedure aims to map the texture of a
given image into a compact histogram. In order to shape a texture
histogram for an input image, the input image was segmented
into 64 non-overlaped image blocks. For each image block, the
Hu moments were extracted and their distance with the 6 given
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centers was calculated. Based on the distance with each one of the
given centers, the texture histogram arises. Next, since both query
images and ground truths are known, an image retrieval procedure
executed and the Mean Average Precision (MAP) was calculated.

Algorithm 2 Tune the Texture Regions
1: Ch[20, 6] is a set of (20 × 6) 7-dimensional vectors
2: for t ≤ 20 do
3: for i ≤ Number of Images in UCID do
4: Segment the 64 image blocks
5: for j ≤ 64 do
6: U ′= Calculate the 7 Hu Moments from block j
7: MinVal=double.MIN
8: for k ≤ 6 do
9: if MinVal ≤ |Ch[t ,k] −U ′ | then

10: MinVal = |Ch[t ,k] −U ′ |
11: Min= k
12: end if
13: end for
14: Histo[i ,Min]++;
15: end for
16: end for
17: Perform Retrieval and Calculate the MAP[t]
18: end for
19: Sort Chromosomes based on MAP

�e procedure was repeated for the 20 set of chromosomes. �e
chromosomes are then sorted based on the resulted MAP and the
best 10 are kept for the formation of the next generation. A crossover
procedure is applied to the next 3 best chromosomes while the next
best 3 chromosomes are mutated by increasing or decreasing only
one contributor value of the chromosome. Finally, 4 additional
chromosomes are randomly inserted. �e procedure is repeated
until the �tness function is minimized and there is no further im-
provement. �e best chromosome is then used to form the 6 texture
areas that the proposed descriptor uses. �e entire process is also
discussed in Algorithm 2.

4 DESCRIPTOR’S STRUCTURE
�e proposed descriptor utilizes a random patches’ generator to
extract the regions of interest from an image. As its name implies,
this approach randomly selects x and y positions in the images, to
mark square regions of pixels. Employing a random sampling strat-
egy yield results that are directly comparable and o�en outperform
some of the most sophisticated and complex methods from recent
literature [4]. �e sizes of the regions were decided as follows:
the smallest patch size (de�ned as Reference Patch, RP ) was set
to 80 x 80 pixels, so as to be aligned with the highest patch size
limitation, that is introduced by the CEDD descriptor. From there,
we employ a scaling factor (s f ) to produce larger patches of sizes
RP ∗ s f × RP ∗ s f pixels.

To shape the proposed descriptor for a patch, �rst, the input
is separated into 1600 equal size image blocks. Each image block
interacts successively with both, the color information and the
texture information units. In the Color Unit, the image block is
converted to the HSV color space in order to provide the �rst stage

of the fuzzy-linking system with its input. �en, the second sub-unit
of the system produces the 24-bin histogram.

In the Texture Unit, the Hu Moments of each image block are
calculated: In the sequel, Shannon entropy is used as a statistical
measure of randomness:

H (X ) = −
n∑
i=1

P(Xi )loдbP(Xi ) (7)

where X is a random variable (image block), n is the number of
pixels, b = 2 in our case and P(Xi ) is the occurrence probability of
each pixel. If the result of the Eq. 7 is less than Tth , then the block
is not considered in the following process because it is assumed
that there is not su�cient information (i.e., texture-less block).

Subsequently, the Euclidean distance between the calculated Hu
Moments and the 6 prede�ned texture classes is calculated. �e
distance is normalized within the interval [0,1], with 0 being the
closest to the center of the class. If the resulted value is less than
a given threshold, the image block is classi�ed into that texture
type. �us, an image block can participate in more than one type
of textures. �is unit produces a 6-bin histogram.

At the end of the process, the resulted vectors are combined
to form the CoMo histogram of the input patch. To restrict the
proposed descriptors’ length, the normalized bin values of the de-
scriptor are non-linearly quantized for binary representation in a
three bits/bin quantization. In order to calculate the CoMo quantiza-
tion table, 100000 randomly selected images from Flicker were used.
First, CoMo vectors are calculated for all images. �e combined
100000 × 144 elements constitute inputs into a k-means classi�er
which separates the volume of the samples into eight regions, map-
ping the bin values from the decimal area [0, 1] into the integer
area [0, 7], which can then be represented by 3 bits. It is worth
mentioning that the size of the proposed descriptor is equal to the
size of CEDD.

5 EXPERIMENTS AND RESULTS
Experiments were performed using two well-known benchmark
datasets. First, tests were conducted on the UCID database. �is
database consists of 1338 images on a variety of topics, including
natural scenes and man-made objects, both indoors and outdoors.
Manual relevance assessments among all database images are pro-
vided. UCID includes several query images where the ground truth
consists of images whose visual concept is similar to the query im-
age, even though co-occurrence of the same objects may not exist.
Next, the UKBench database, which currently consists of 10200
images arranged in 2250 groups, was used. Each group includes 4
images of a single object, captured from di�erent viewpoints and
lighting conditions.

For the performance evaluation of the CoMo feature, experi-
ments were conducted using the Bag-of-Visual-Word model (BoVW).
�e BoVW model has shown remarkable performance mainly be-
cause of the be�er retrieval e�ectiveness of the model over global
feature representations on near duplicate and verbose images and
of course, the clear advantage of the model in terms of e�ciency
when compared with the local feature representations.

Employed codebook consist of 2048 visual words. �e codebook
size was chosen based on the results of previous investigations [4].
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Evaluation Metric. To evaluate the performance of the proposed
descriptor, we used MAP. Table 1, presents the experimental results
on the UCID [16] and UKBench [10] collections. �e WS �eld de-
scribes the employed weighting scheme using the SMART notation.
�e �rst weighting factor is the term frequency (t ft,d ), where a
weight is assigned to every term (t ) in the codebook according to
the number of occurrences in a document (d). �e second factor
for assigning weights is the document frequency (d ft ). For the
current experiment, d ft is de�ned as the number of documents
that contain the term t . O�en, the inverse document frequency
id ft = loд(N /d ft ) of a collection is used to determine weights,
where N is the total number of documents in the collection. Lastly,
to quantify the similarity between two documents in terms of the
cosine similarity of their vector representation a normalization is
performed. Only the weighing scheme that reported the best result
is listed in the table.

Table 1: Experimental Results on UCID and UKBench
databases. �e performance of the comparison algorithms
is cited from the reported results of the original papers.
Bolded numbers indicate top results.

UCID UKBench
Descriptor WS MAP WS MAP
Local CoMo ltc 0.779 ltc 0.929
Local CEDD ltc 0.789 ltc 0.918
CNNaug-ss[14] - - - 0.911
CNN-ss[14] - - - 0.869
CVLAD[17] - - - 0.893
CoMo Global 0.684 Global 0.868
DOHC-30 [2] - - - 0.824
DHC-30 [2] - - - 0.816
CEDD Global 0.674 Global 0.806
LBP Region [15] - - - 0.801
IFV [5, 13] - - - 0.760
CNN[14] - - - 0.760
SURF lnc 0.626 ncc 0.691
Opponent SIFT ntc 0.624 ntc 0.593
Color Moments[6] ntc 0.617 lnc 0.636
SIFT nnc 0.605 nnc 0.664
ORB nnc 0.491 ntc 0.491
BRISK ntc 0.436 nnc 0.310

�rough our experimental results, we veri�ed that CoMo yield
results that are directly comparable and o�en outperform some of
the much more sophisticated and complex methods from recent
literature. Firstly, we concluded that the global form of CoMo out-
performs the global form of CEDD in both databases. Furthermore,
by observing the results on UCID database, one can conclude that
CoMo descriptor, either in its global or on its local form, performs
almost identical with CEDD. �is is an important observation since
it highlights that the new texture unit does not a�ect the e�ec-
tiveness of the descriptor. UCID database consists only of visually
similar images and ground truths do not contain rotated images.

On the other hand, experimental results on UKBench database
illustrate that CoMo outperforms not only all the other descriptors

from the literature and CNN approaches, but also CEDD. �is result
con�rms that the new texture unit is able to provide to the descriptor
invariance to rotation. Figure 1 illustrates a query image from
UKBench together and 7 rotated variations of it. Table 2 presents
the distance of both CEDD and CoMo between the query image
and its rotated variations. As one can easily observe, CoMo based
distances are much smaller than the CEDD’s ones. Especially in the
cases of 90, 180 and 270 degrees rotation, the distance is equal to 0.
�e summation of distances, in case of CEDD is 115.22 while in case
of CoMo, the value is equal to 19.167. By repeating the experiment
for 200 randomly selected images from the same database, the
average di�erence between of summation of distance of CEDD and
CoMo was calculated to 64.53.

Figure 1: Rotating the query image each time by 45 Degrees

Table 2: Distance between �ery image and its rotated vari-
ations.

rotation degrees
0◦ 45◦ 90◦ 135◦ 180◦ 225◦ 270◦ 315◦

CoMo 0.0 4.5 0.0 5.0 0.0 4.8 0.0 4.9
CEDD 0.0 17.5 22.5 17.6 0.0 17.5 22.5 17.7

Finally, it is worth noting that the proposed descriptor outper-
forms the only moment-based local descriptor in both databases.
In the case of UCID, the improvement is equal to 21%, while in the
case of UKBench, CoMo reports an improvement of 31%.

6 CONCLUSION
�is paper introduces a new low-level feature for image retrieval.
�e main novelty of the proposed feature lies in the usage of mo-
ment invariants along with the color unit of CEDD as descriptors of
local image patches. �e �ndings from the experimental evaluation
clearly shown that the proposed descriptor outperforms not only
localized CEDD but also other state-of-the-art local descriptors. We
plan to extend the experiments by benchmarking the descriptor
against other databases used in image retrieval research. �e pro-
posed descriptor and its source code is part of the LIRE [9] library1

and can be used under the GNU GPL license.
1h�p://www.lire-project.net/
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