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Abstract The results of a content based image retrieval system can be evaluated
by several performance measures, each one employing different evaluation criteria.
Many of the methods used in the field of information retrieval have been adopted for
use in image retrieval systems. This paper reviews the most widely used performance
measures for retrieval evaluation with particular emphasis on the assumptions made
during their design. More specifically, it focuses on the design principles of the
commonly used Mean Average Precision (MAP) and Average Normalized Modified
Retrieval Rank (ANMRR), pinpointing their limitations. It also proposes a new
performance measure for image retrieval systems, the Mean Normalized Retrieval
Order (MNRO), whose effectiveness is demonstrated through a wide range of
experiments. Initial experiments were conducted on artificially produced query trials
and evaluations. Experiments on a large database demonstrate the ability of MNRO
to take into account the generality of the queries during the retrieval procedure.
Furthermore, the results of a case study show that the proposed performance
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measure is closer to human evaluations, in comparison to MAP and ANMRR. Lastly,
in order to encourage researchers and practitioners to use the proposed performance
measure, we present the experimental results produced by a large number of state of
the art descriptors applied on three well-known benchmarking databases.

Keywords Image retrieval performance measures · Mean Average Precision ·
Average Normalized Modified Retrieval Rank

1 Introduction

The objective of an image retrieval system is to retrieve images in rank order, where
the rank of an image is determined by its relevance to the query at hand [56]. The
image retrieval process can be executed either with the use of a keyword �upon� the
images (Keyword Based Image Retrieval) or with the use of low-level characteristics
exported from the image�s visual content (Content Based Image Retrieval). Content
based image retrieval (CBIR) is defined as any technology that, in principle, helps to
organize digital image archives by their visual content. According to this definition,
anything ranging from an image similarity function to a robust image annotation
engine, falls under the purview of CBIR [16].

The performance of an information retrieval system, in general, is typically
measured by using either user-centered evaluation methods or system-oriented
evaluation frameworks. User-centered evaluation is an interactive method. The users
judge the success of a query directly after the query. This includes more than just
technical aspects, since a large number of factors influence the user�s judgment on
the entire retrieval system [44]. Many investigators have highlighted the advantages
offered by user-centred evaluation methods in image, music-audio and text retrieval
[27, 37]. However, user-centered evaluations can be subjective, given that different
users might judge the same retrieval result in quite distinct ways. Even the same user
might judge the same result differently at different times [39]. Another drawback
of user-centered evaluation is that it is very hard to get a large number of user
comparisons as their collection is quite time consuming [42].

Thus, CBIR systems as well as music-audio retrieval systems have focused on
a system-oriented evaluation framework. Image retrieval systems are primarily
evaluated against a known ground truth dataset. A benchmark image database is
used in these evaluations. Most of the relevance sets for system-oriented evaluation
are based on real user judgments and are thus also subjective reflecting the opinion
of one user at a particular time. Classic examples of such databases are the Wang [61]
database, the UCID database [57], the Nister database [46] as well as the MIRFlicker
database [25]. Each database is comprised of a number of N images and Q queries.
Queries are images used as input to the retrieval system in order to evaluate its
performance. For each query a number of images with visual similarity which are
considered as the ground truth is given.

One can classify information retrieval systems into two categories, Boolean and
item-ranking, based on the employed retrieval method. Boolean type retrieval
systems, also known as classification systems, return only a set of items that are
similar to the query items. A classification system can be completely described with
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four numbers: the size of the database, the total number of the retrieved images, the
total size of the relevance set and the number of relevant image retrieved.

Image retrieval systems, on the other hand, return rankings and not sets, so we
need performance measures over rankings. A system�s performance is calculated
using a technique that evaluates the rank of the images which form the ground
truth for all the queries. Many of the performance measures that are used in
the field of information retrieval have been adopted in order to evaluate image
retrieval results. Section 2 presents an overview of the most common system-oriented
performance measures for evaluating retrieval systems. Among these measures, the
Mean Average Precision (MAP) is the most frequently used one. Still, the Averaged
Normalized Modified Retrieval Rank (ANMRR) [41], which is based on MPEG-7
[33, 34], alongside with a set of other descriptors, is considered the most suitable for
image retrieval systems.

However, as it is shown in this paper, in developing these two performance
measures, various assumptions were made which created drawbacks with respect
to the evaluation of image retrieval systems. CBIR alone is very unlikely to fulfill
the user needs in searching image archives. Although, due to recent achievements in
object detection and recognition, semantic analysis and understanding of images is
much further developed, the desired retrieval requirements are not satisfiable [18].

CBIR systems typically extract several low level features from the images, map-
ping the visual content into a new space called the feature space. Features for a given
image are stored in a descriptor that can be used for retrieving similar images. The
key to a successful retrieval system is to choose the right features that represent the
images as accurately as possible. The main problem arises from the fact that these low
level features are neither rich enough, nor discriminative enough for describing the
objects present in an image . Thus, CBIR is notoriously noisy, especially when global
undiscriminative low-level features are employed. For example, a query image of a
red tomato on a white background would retrieve a red pie-chart on white paper. If
the query image happens to have a low generality, especially in large databases, early
rank positions may be dominated by spurious results such as the pie-chart, which
may even be ranked before tomato images [1]. Even if the retrieval approach adopts
richer low-level features, such as visual words, the low discriminative power of the
images themselves may affect the quality of the results [63]. Hence, it is quite com-
mon in CBIR systems that images having similar visual content but distinct semantic
meaning to the query image to appear often among the early retrieval positions. This
is a problem that is very particular and common in image retrieval and, rather rare
in text retrieval (for example in case of synonyms). For this reason, the performance
measures of CBIR systems should not be so biased at the top-10 or top-20 positions.
Rather, a better technique is to use a threshold which is directly connected to either
the generality of the query, or the number of items relevant to the query.

Another distinguishing characteristic between CBIR and information retrieval is
the manner in which these two systems display their results. CBIR methods typically
rank the whole collection via a distance measure and show the results as a table of
images on the screen (see for example Google Images or Microsoft Bing Images)
instead of in a list as in text results. People have the ability to recognize the relevance
of a photographic result at a single glance, something that is not easily feasible in
text retrieval. Thus, in CBIR small differences in the ranks should not be punished
as strictly as in text retrieval.



1770 Multimed Tools Appl (2014) 70:1767�1798

MAP shows a tendency to be consistently correlated in the first 10 to 20 results.
On the other hand, ANMRR, which was proposed for use predominantly in image
retrieval systems, recognizes the specificity of the CBIR system�s results and gives
a bias to the recall at K, where K is directly correlated to the size of the ground
truth of the query. A possible drawback of the ANMRR performance measure relies
on the fact that if the image appears after the Kth position it is considered as not
having been retrieved. This principle of operation of ANMRR does not allow for a
comprehensive evaluation of recall-oriented tasks.

Another disadvantage of both MAP and ANMRR it that they do not take into
account the size of the image database. For the same ground truth, the system
performance degrades for larger image databases. Thus, the behavior of a scaled-
up version of the system cannot be predicted. A detailed description of these 2
performance measures, an outline of the assumptions made during their design,
as well as a description of the drawbacks caused by these assumptions is given in
Section 3. A preliminary version of this work has been presented in [8].

To alleviate some of the limitations of MAP and ANMRR, we propose a new im-
age retrieval performance measure which is described in details in Section 4. The new
performance measure, which is called Mean Normalized Retrieval Order (MNRO),
is rating each result with a value in the range [0, 1] and does not carry the drawbacks
of the previous performance measures. The effectiveness of MNRO is examined
on artificial query trials, on a considerably large database and on three benchmark
databases. These experiments demonstrate the ability of the proposed performance
measure to take into account the generality of the queries during the retrieval
procedure. MNRO�s capability to mimic human evaluations of retrieval systems is
also evaluated. In a case study involving 30 individuals, it is shown that the proposed
performance measure is closer to the human�s evaluations, in comparison to MAP
and ANMRR. The experimental evaluation is described in details in Section 5.

Finally, the conclusions are drawn in Section 6. The proposed performance
measure has been implemented and used in evaluating the retrieval results of the
img(Rummager) system [9], which can be found on-line.1

2 System-oriented performance measures

The overall retrieval effectiveness can be gauged only if the actual relevancies
are known [56]. Let the database {x1, x2, • • • , xi, • • • , xN} be a set of N images
represented by low or high level features. To retrieve images similar to a query
q, each database image xi is compared with the query image using an appropriate
distance function d(q, xi). The database images are then sorted in a ranked list RLq
according to their distance to the query image such that d(q, xi) � d(q, xi+1) holds for
each image pair [18].

An important attribute that contributes to evaluating the retrieval system is the
Rank(k) index. This index describes the retrieval rank of the kth ground truth image.
Consider a query q and assume that the kth ground truth image is found to be the
Rth result of the retrieval. Then Rank(k) = R. Let us note NG(q) the total number
of relevant images for the query q.

1http://www.img-rummager.com

http://www.img-rummager.com
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In [42] some of the most important image retrieval performance measures for a
single query image are described. The most commonly used indices which contribute
to the formation of performance measures for information retrieval systems are the
following [42, 56]:

Detections—true positives Ak =
k�

n=1
Vn, where Vn � {0, 1} describes the relevance

of the image that appears at position n. If the image belongs to the ground truth of
the query then Vn = 1, otherwise Vn = 0.

False alarms—false positives Bk =
k�

n=1
(1 � Vn) = k � Ak. This performance mea-

sure essentially counts the incorrect results (false positives) that appear in the first k
retrieved images.

Misses—false negative Ck =
N�

n=1
Vn � Ak = NG(q) � Ak, where N is the total num-

ber of images in the database.

Correct dismissals—true negative Dk =
N�

n=1
(1 � Vn) � Bk.

By using these indices the following standard information retrieval measures are
implemented.

Recall Rk = Ak
Ak+Ck

= Ak
NG(q) = |retrieved �relevant|

|relevant| . Recall essentially describes the ratio
of the number of the relevant images within the first k results, to the number of the
total relevant images.

Precision Pk = Ak
Ak+Bk

= Ak
k = |retrieved � relevant|

|retrieved| . Precision essentially describes the
ratio of the number of the relevant images within the first k results, to the number of
the retrieved images.

Recall and precision have often different objectives. If someone wants to see
more relevant items (i.e., to increase recall level), usually more nonrelevant ones
are also retrieved (i.e., precision decreases) [49]. Each of these two performance
measures can be optimized if considered in without the other [19]. For example,
we can always achieve a recall value equal to 1, simply by retrieving all the items
(the entire database). The precision value in this case decreases dramatically. Thus,
precision and recall values have to be used in combination.

Precision absolute value at a given threshold (cut-off) may be precise in many
cases, especially during the evaluation of web-based retrieval system. Precision value
at a given threshold, e.g. 10 or 20 items, denotes the fraction of relevant items
retrieved in these positions. Similarly, recall value at a given threshold determines
the ratio between the relevant items retrieved and the number of the relevant items
in the database. Recall at small thresholds is not particularly meaningful for queries
with many relevant items. Likewise, recall measured at high thresholds seems only
of academic importance and is not interesting for users [28].
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Generality gk = Ak
N . It is also known as Relevant Fraction and is the fraction of

relevant items in a database. Though generality is a major parameter for performance
characterization, it is often neglected or ignored [24].

Using these general, standard information retrieval measures as building blocks,
one can form the following performance measures [56]:

� Retrieval effectiveness: Pk vs Rk.
� Receiver operating characteristic: Ak vs Vk.
� Relative operating characteristic: Ak vs Fk.
� R-value: Pk at cut-off.
� 3-point average: average Pk at Rk = 0.2, 0.5, 0.8.

A commonly used performance measure that combines Precision and Recall is the
F-measure, also known as the balanced F-score:

F(q) = 2 ×
Pk × Rk

Pk + Rk
(1)

This formula is also known as the F1 measure, because recall and precision are
evenly weighted. In its more general form, F� , the F-measure is defined as:

F(q) = (1 + �)2 ×
Pk × Rk

�2 × Pk + Rk
(2)

Two commonly used F measures are the F2 (� = 2) measure, which weights recall
higher than precision, and the F0.5 (� = 0.5) measure, which emphasizes precision
rather than recall.

Precision and Recall are set-based measures. Therefore, they are considered
appropriate for evaluating classification systems but not systems which return ranked
lists. In pure classification problems, Precision and Recall, together with the F
measure suffice for a complete evaluation of the system.

In the aforementioned problems, ROC graphs [20] are often used for visualizing,
organizing and measuring classifiers based on their performance. ROC graphs depict
relative trade-offs between benefits and costs (i.e. true positives and false positives).
As with any evaluation metric ROC has its limitation, however, placing a classifier in
the ROC space gives the observer a fast outlook on its performance with a simplified
rule being that a classifier is better than another if it is to the north-west of the first.

Image retrieval systems return rankings and not sets, so we need measures over
rankings. In the ROC space, in order to trace an evaluation curve of a ranking clas-
sifier, threshold values are used to produce different points in the two-dimensional
graph. These thresholds values (strict probabilities or uncalibrated scores) are in fact
numeric values that represent the degree of participation of an instance to a class.

In most of the cases, in order evaluate ranked lists, precision-recall curves Pk
vs Rk, (R, P(R)) are commonly used. Each precision-recall point is computed by
calculating the precision at a specified recall cut-off value. For the rest of the recall
values, the precision is interpolated. When using the precision-recall curve, one
assumes that users choose a rank threshold and only view things above that rank.
A very important issue is the definition of this cut-off value. It is common to measure
precision at 3 or 11 standard recall levels. Similar to an ROC curve, we can draw
thresholds at all ranks and construct precision-recall curves. Then the (R, P(R))
curve, together with the total number of images in the database, fully characterize
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a system which returns a ranking. An obvious drawback of this method is that, two
systems may behave differently; one may achieve high precision but low recall, while
the other, low precision and high recall. In this case, in the precision-recall space,
their curves would intersect and we can�t really define which system behaves better.
Hence, systems must be evaluated based on the retrieval task. For example, for web-
based retrieval systems, where the user is concerned with the relevance of the first
results (precision-oriented tasks), without requiring the system to retrieve the entire
set of relevant images, the system which achieves high precision is preferable. There
are, however, other tasks in which the retrieval of the entire set of relevant items is
required. These tasks are known as recall-oriented. Consider, for example, an image
retrieval system which retrieves images from patents. The authority which is respon-
sible for the originality of a patent under review is obliged to check all similar patents,
and not just the first results. In such tasks, the system which achieves high recall is
preferable.

In many cases, in order to compare the performance of different systems, it is
desirable to use a single number, which captures the performance of each system
instead of a graph. Besides the fact that using a single value is particularly convenient,
evidence has shown that it also provides information that in many cases, is not easy to
detect in graphs. For example, according to [54], during the first year of ImageCLEF
[45, 48], a (R, P(R)) curve was used to compare different retrieval systems. However,
a typical (R, P(R)) graph showed similar characteristics of all plotted systems. Thus,
in subsequent years, several single value performance measures were employed in
evaluating the systems. ImageCLEF is an initiative to evaluate cross-language image
retrieval systems which have been running as part of the Cross Language Evaluation
Forum (CLEF). Another advantage of single value performance measures is their
intuitive nature. In contrast, an (R, P(R)) curve consist of a pair of numbers and,
thus, ordinary users cannot quickly interpret what the measure conveys [38].

Single value performance measures are used in order to compare different re-
trieval systems where most of the retrieval parameters, such as the database, ground
truths, and scope are kept constant. As a global estimate of performance using a
single value, it is standard to use the average precision (AP).

The average precision for a single query q is the mean over the precision scores at
each relevant item:

AP(q) =
1

NG(q)

NG(q)�

k=1

Pq(Rk) (3)

where Rk is the recall after the kth relevant image was retrieved. Consequently, the
mean average precision (MAP) is the mean of the average precision scores over all
queries:

MAP =
1

Q

�

q�Q

AP(q) (4)

where Q is the set of queries q. In the perfect retrieval case MAP = 1 and as
the number of the nonrelevant images ranked above a retrieved relevant image
increases, the MAP approaches the value 0, MAP � [0, 1]. An advantage of the
mean average precision is that it contains both precision and recall oriented aspects
and is sensitive to the entire ranking.
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MAP has been the dominant system-oriented performance measure in informa-
tion retrieval systems for a number of reasons [51]:

� It has a nice probabilistic interpretation [64].
� It has an underlying theoretical basis as it corresponds to the area under the

precision recall curve.
� It can be justified in terms of a simple but moderately plausible user model [50].
� It appears to be highly informative; it predicts other metrics well [3].
� It results in good performance ranking functions when used as objective in

learning-to-rank (LTR) [65].

MAP constitutes one of the basic evaluation criteria for the retrieval results in the
Text REtrieval Conference (TREC) [30, 31], the TrecVid [55] and the ImageCLEF.
uses the geometric mean of AP scores.

MPEG-7 [33, 34] proposed a new performance measure, the Averaged Normal-
ized Modified Retrieval Rank (ANMRR) [41]. ANMRR is always in the range of
0 to 1, and the smaller the value of this measure the better the matching quality
of the query is. ANMRR is the evaluation criterion used in all of the MPEG-7
color core experiments. Evidence has shown that the ANMRR measure coincides
approximately linearly with the results of the subjective evaluation of the retrieval
accuracy of search engines [29, 41, 47]. ANMRR is built using the following indices.

The average rank AVR(q) for a given query q is:

AVR(q) =
NG(q)�

k=1

Rank(k)
NG(q)

(5)

where NG(q) is the number of ground truth images for the query q. If this image
is in the first K retrievals then Rank(k) = R else Rank(k) = 1.25 × K. K is the top-
ranked examined retrievals, where:

K = min (X × NG (q) , 2 × GMT) (6)

� If NG(q) > 50 then X = 2 else X = 4. Parameter X , as defined by MPEG-7,
aims to enable the retrieval systems to have a small number of images in the
ground truth.

� GMT = max{NG(q)} for all q�s of a data set.

The modified retrieval rank is:

MRR(q) = AVR(q) � 0.5 × [1 + NG(q)] (7)

The normalized modified retrieval rank is computed as follows:

NMRR(q) =
MRR(q)

1.25 × K � 0.5 × [1 + NG(q)]
(8)

Finally, the average NMRR over all queries is defined as:

ANMRR =
1

Q

Q�

q=1

NMRR(q) (9)
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One of the most significant advantages of ANMRR is that, similar to MAP, it
combines both precision and recall oriented aspects. ANMRR has already been used
by several image retrieval systems [62, 66].

The authors in [43] demonstrate how the evaluation results depend on the
particular content of the database. For the same ground truth, the performances of
the systems degrade for larger image databases. All the above retrieval performance
measures do not take into account the size of the image database. Thus, the
performance of a scaled-up version of an image retrieval system cannot be predicted.

Huijsmans and Sebe [23, 24] highlighted this limitations on the typical precision-
recall curves and proposed additional performance measures to overcome these
limitations. They proposed the use of generality along with precision and recall pa-
rameters. The result is a three-dimensional representation, which can be reduced to
a two-dimensional graph by keeping constant one of the parameters. Therefore, the
graph plots precision vs recall on the y-axis against generality on the x-axis.

A measure that takes into consideration the database size is the Normalized
Averaged Rank (NAR) proposed in [42]. Using the definition from [5], NAR is
defined as:

NAR =
1

N × NG(q)

�

�
NG(q)�

i=1

Rank(i) �
NG(q)�

i=1

(i)

�

� (10)

This measure is 0 for perfect retrieval, and approaches 1 as performance worsens.
NAR is basically a complement of the normalized recall proposed in [53]. The
average NAR over all queries is defined as:

ANAR =
1

Q

Q�

q=1

NAR (11)

All the aforementioned evaluation measures consider the retrieved data as either
relevant or non-relevant to the query. Even though the matter is not investigated in
the current work, it is important to mention that the concept of non-binary relevance
is much employed in recent evaluation approaches. Assume for example the case in
which the ranking list of a system is: RL1 = X1, X2, X3, X4, X5. At the same time,
a second system produces the following ranking list: RL2 = X2, X3, X1, X4, X5. We
also assume that X1, X2, X3 are relevant with the query image. In both cases, e.g.,
AP=1 and NMRR=0. If the images had a different level of relevance, the ranking
order would be a much more important factor. Highly relevant documents are more
useful when appearing earlier in a search engine result list and highly relevant
documents are more useful than marginally relevant documents, which are in turn
more useful than irrelevant documents.

3 Performance study of MAP and ANMRR

As mentioned in Section 2, the most widespread image retrieval performance
measures with the ability to evaluate the systems using only one number are AP
(Average Precision) and NMRR (Normalized Modified Retrieval Rank). At [10]
NMRR is used to measure the performance of a set of descriptors for natural images
while at [18], AP is used for the same databases. At [18] and [7] AP is used to measure
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the performance of descriptors for medical images. It can be observed, however, that
there are deviations between the results of these two techniques. In order to make
it easier to compare the results, 1 � AP shall be used so that in both performance
measures, perfect retrieval will produce a 0, while as more non-relevant images
retrieved appear in the results, both performance measures approach a value of 1.
Indicatively, we can mention the results of the Color and Edge Directivity Descriptor
(CEDD) [6] in the Wang [61] database, where at the performed experiment, the
queries and their ground truth given at [62] were used. In this case ANMRR is equal
to 0.2528 while 1 � MAP is equal to 0.4109. It is apparent that these values differ
significantly, giving quite different evaluation score to a retrieval method.

In order to have a better look in the way these performance measures operate
and address the issue of their significant deviation, we utilized an oversimplified
Know-Item example. We employed an artificially generated database with 20 images
(N = 20). The experiments that follow serve purely as an illustrative tool in order to
examine the behavior of MAP and NMRR, since the artificially generated database
of 20 images can by no means be a credible set for retrieval purposes. An image from
the database was selected to be the query image and its ground truth was taken to be
the image itself (NG(q) = 1). Following this, the effectiveness of both 1 � AP and
NMRR was estimated, both for those scenarios in which the query image is retrieved
consecutively from position 1 to 20. Figure 1 presents the results when Rank(q) take
values in the range 1�20. The horizontal axis depicts each position where the image
was retrieved, while the vertical axis corresponds to the values for 1 � AP and the
NMRR.

Observing the results of Fig. 1, the following conclusions are drawn. The graphical
representation of 1 � AP appears to be non-linear where its gradient is larger in
the first Rank(q) values and then becomes gradually smaller. In the first K (see
Fig. 1) Rank(q) positions, 1 � AP appears stricter than NMRR because it takes larger
values and therefore characterizes the retrieved results as less relevant. This result is
to be expected, given that AP, and by extension 1 � AP has a natural top-heavy
bias. On the other hand, NMRR appears to be stricter than 1 � AP and seems to
�punish� the system when Rank(q) > K. This behavior can be easily explained if one
takes into account the assumption made during NMRR formation. According to this
assumption, if an image appears after the position K = min(X × NG(q), 2 × GMT)
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Fig. 1 Results of 1 � AP and NMRR for NG(q) = 1, N = 20
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then this image is considered as not retrieved. That�s why NMRR is equal to 1 for all
the Rank(q) > (K + 1).

NMRR(q) = 1,�Rank(q) > (K + 1) (12)

In contrast, 1 � AP considers that each image contributes to the retrieval evaluation
process for each Rank(q).

Moreover, it can be observed that NMRR is composed of three consecutive linear
functions. It increases linearly from position 0 to K with a gradient of �, it increases
from point K to K + 1 with a gradient of � (when NG(q) = 1 the two gradients are
equal) and from position K +

K












































